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Abstract
Alzheimer’s an irreversible neurodegenerative disease with the most far-reaching impact, the most extensive, and the most 
difficult to cure in the world. It is also the most common disease of Alzheimer’s disease. With the rapid rise of data min-
ing, machine learning and other fields, they have penetrated various disciplines. In particular, research in the field of AD 
is developing rapidly and has demonstrated strong vitality. In terms of data, Alzheimer’s Disease Neuroimaging Initiative 
(ADNI) researchers collect, verify and use a variety of data modalities as predictors of disease, including MRI and PET 
images, genetics, cognitive testing, cerebrospinal fluid and blood biomarkers, etc. Therefore, this paper uses a multi-task 
learning algorithm based on the ADNI data set to implement regression tasks and predict the cognitive scores of subjects 
in the next 3 years. This method can effectively assess the cognitive trends of patients in the future and aims to predict the 
progression of the disease. In addition, we used four different machine learning classification algorithms to conduct fusion 
research on AD multi-modal data, including MRI, PET, and cognitive scoring data. This method can determine the current 
patient’s cognitive stage, to achieve the effect of assisting doctors in diagnosis. Finally, we designed a multi-modal data 
platform technical architecture to standardize management and sharing of ADNI data and data obtained by offline medical 
institutions to improve the utilization and value of data. The design of the technical architecture proposed in this article is 
more easily scalable and compatible with other neurological diseases. Nowadays, the large amount of data being generated 
by AD can provide valuable solutions for the research of disease progression prediction and auxiliary diagnosis.

Keywords Multi-modal data · Multi-task learning · Classification · Technical architecture · Disease progression prediction · 
Auxiliary diagnosis

1 Introduction

Alzheimer’s disease (AD), is the most common type of 
dementia [1]. It is a progressive neurodegenerative disease 
with insidious onset, which is characterized by progressive 
damage to neurons and their connections leading to mem-
ory loss and cognitive decline. Clinically, it is characterized 
by comprehensive dementia such as memory impairment, 
executive dysfunction, and behavior changes [2, 3]. Mild 
cognitive impairment (MCI) [4] is also called cognitive 
impairment syndrome. It is a state between normal aging and 
dementia, and is widely regarded as the prodromal period 
of AD.

Recent statistics show that more than 50 million people 
worldwide suffer from Alzheimer’s disease or other types 
of dementia. According to the World Health Organization, 
the number of people with dementia is expected to reach 82 
million in 2030 and 152 million by 2050. Early detection 
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of Alzheimer’s disease is beneficial to affected individuals, 
their families, and society as a whole [5].

A cure for AD has no ideal solutions by far, but early 
intervention remains a primary requirement in prospective 
treatment and thus may significantly prolong the patients’ 
lifespan [6]. Especially, the prodromal period of AD is of 
great importance for disease prediction. Therefore, in terms 
of data, regarding AD research, the data source commonly 
used in this article is from the Alzheimer’s disease Neuroim-
aging Initiative (ADNI) [7]. It is an authoritative data source 
library shared by the whole world. It is also a multi-angle 
study with the focus on verticalization research and AD as 
the core. ADNI (http:// adni. loni. usc. edu) aims to focus on 
imaging data, accompanied by genetic data, clinical data, 
biochemical biomarkers and other data modalities [8–10]. 
Its purpose is to detect and track the progress of AD as early 
as possible. In addition, some previous researchers have pro-
posed a medical record management platform to help doc-
tors make clinical decisions, analyze intractable diseases and 
effective medical care [11]. Some researchers put forward 
a model of integrated management of clinical big data, and 
designed a Hadoop-based platform to improve the sharing of 
medical data resources to serve the medical field more fully 
[12]. Other researchers focus on data collection and analysis, 
providing users with an effective and simple method way to 
classify data [13].

Previous work, nevertheless, either simply provides a vis-
ualization platform for physicians and patients or have more 
focused points on data analysis like early disease screening. 
The lack of a standardized and specialized disease diagnosis 
system provides technical support for the analysis process 
of disease prediction and auxiliary diagnosis. Specifically, 
in the data analysis part, few systems provide the prediction 
of the cognitive changes of patients in terms of dynamic 
time series.

Targeting these challenges, in this article, we propose 
an innovative technical architecture. Based on our previ-
ous work, we have carried out comprehensive upgrades 
and improvements [14]. It can realize the labeling, display, 
sharing, and visualization of AD data, and finally accurately 
provide the early prediction results of AD. The main contri-
butions are as follows:

1) A multi-modal AD framework for integrating data from 
multiple sources is proposed. To start with, we obtained 
data modalities such as MRI, PET, and cognitive evalua-
tion scores in clinical data from online ADNI, and then 
proceeded with data preprocessing and feature engineer-
ing.

2) Multi-Task learning (MTL) [15] considers the pre-
diction of AD progression as manifold learning tasks 
which can be a general prediction task at a certain time 
point. Among these prediction tasks, all of them are 

assumed to be related to each other in the time domain 
with relevant temporal features (e.g., biomarkers in 
MRI). MTL algorithms for predicting cognitive ability 
of AD patients from their brain imaging scans, where 
the progress knowledge is shared and transferred among 
related subtasks to reinforce their own generalization 
ability [16]. The data sources employed are structured 
data (Extracted features from MRI like Volume of Hip-
pocampus) and AD cognitive scores (MMSE or ADAS-
cog) from selected AD patients repeatedly by multiple 
time points. Giving that the prediction of cognitive 
scores at a single time point (like 6, 12, or 18 months) 
as a regression task, the combined prediction of clinical 
scores at various forthcoming time points as a multi-
task regression problem. MTL model weight matrix is 
trained and optimized through processing pre-extracted 
features from MRI and baseline cognitive scores. The 
overall idea is to process raw AD data and combine it 
with multi-task learning algorithms to finally provide 
patients with future cognitive changes. In other words, 
the MRI images in the baseline period are used to pre-
dict the changes in the patient’s cognitive scores in the 
next few years, to achieve the effect of predicting disease 
progression.

3) In the application of classification algorithms, we first 
focus on the use of support vector machine algorithms 
for prediction. At the same time, we also conducted a 
comparative analysis on whether the MMSE score data 
was included, and found that the MMSE cognitive scale 
score data is one of the indispensable factors. Based on 
the existing MRI and MMSE modal data, a third modal 
data, namely PET, is introduced. This part of the data 
also plays an indispensable role in the diagnosis of AD 
disease. The data is extracted into three structured modal 
data, including MRI, PET, and MMSE. This part of the 
data is divided into two-by-two combinations, and then 
the three modes are combined into one group. The result 
is to divide it into four datasets. Next, train four classifi-
cation algorithms (mainly XGBoost) models to perform 
the prediction accuracy of the three classifications, com-
pare the differences between different modal datasets, 
and show the effect of multi-modal data fusion [17].

The structure of the rest of this paper is distributed 
as follows. Section II describes the role of the platform 
and the data processing method combined with the multi-
task learning algorithm, and analyzes each sub-process 
in detail, and then explains the principle of the XGBoost 
classification algorithm. In the Section III, the implemen-
tation of the platform architecture is discussed. The results 
are shown in the Section IV. Conclusions and guidance for 
future work are presented in the Section V.

http://adni.loni.usc.edu
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2  Methodology

The diagnosis of AD flowchart is shown in Fig. 1. This 
figure describes the detection process of patients with sus-
pected AD after entering the hospital and integrates our 
platform to assist doctors in diagnosis. For example, after 
a suspected AD patient enters the hospital, he/she needs 
to have a doctor conduct a preliminary examination. Then 
check the equipment, such as biochemical indicators, MRI 
images and so on. According to medical experts, the most 
important of all patient test data are MRI image data and 
cognitive scores. After the doctor conducts a preliminary 
analysis of the patient’s examination results, he draws a 
preliminary conclusion based on the doctor’s experience. 
Then doctors use the platform to upload and input MRI 
image data, MMSE or ADAS-cog score data. The multi-
task learning algorithm integrated into the platform is used 
to predict the change of the patient’s cognitive score in 
the future for a while to assist in judging the change of 
the patient’s future cognitive level. In addition, medical 
experts can upload three modal data (at least two types) 
such as MRI, PET and MMSE scores. The machine learn-
ing classification algorithm integrated into the platform 
trains classification models through different modal data 
to predict the final stage of the disease. The output results 
are submitted to the doctor for the summary. Finally, the 
doctor will feedback on the final prediction result to the 
patient. Next, we will introduce the theoretical part of the 
multi-task learning algorithm and the machine learning 
classification algorithm, and explain the experimental pro-
cess in detail. The connection between multi-task learning 
and classification models is to analyze AD from different 
angles, in order to achieve the purpose of disease progres-
sion prediction and auxiliary diagnosis respectively. Both 
of the above are solutions to AD problems.

2.1  Multi‑task learning

The purpose of MTL [18–20] is to learn a common set of fea-
tures across all tasks and share them to improve the accuracy 
of all tasks. Among these learning tasks, a basic assumption 
of MTL is that one or more subsets are related to each other.

Consider an MTL of k tasks with n training samples of 
d features. Let {x1,  x2, …,  xn}be the input data for the sam-
ples, and {y1,  y2,…,yn}be the predicted value for each sample, 
where each  xi ∈ ℝd donates the feature data of an AD patient, 
and  yi ∈ ℝk is the predicted value of cognitive score of differ-
ent types of scales. The formulation for a linear regression 
question is given by  fi(x) =  xTwi where  wi is the weight vector 
of the model. In MTL, a matrix representation facilitates an 
intuitive understanding of algorithms and actual programming 
operations.

Then, let X =  [x1, ···,  xn]T ∈ ℝn × d be the data matrix, 
Y =  [y1,··,  yn]T ∈ ℝn × k be the predicted matrix, and W =  [w1, 
 w2, …,  wk] ∈ ℝd×k be the weight matrix. The process of estab-
lishing the MTL method is to calculate the value of W, which 
is the parameter to be estimated from the training samples.

Two common MTL models are presented to display their 
properties. Multi-task Lasso is a linear model that estimates 
sparse coefficients for multiple regression problems jointly. 
The constraint is that the selected features are the same for all 
the regression problems, also called tasks. The Fig. 2 com-
pares the location of the non-zero entries in the coefficient 
matrix W obtained with a simple Lasso or a Multi-task Lasso. 
Mathematically, it consists of a linear model trained with a ℓ21-
norm for regularization. The objective function to minimize is:

where ||·||F donate the Frobenius norm ‖A‖F =
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Fig. 1  The diagnosis process in a hospital environment
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lasso allows fitting multiple regression problems jointly 
enforcing the selected features to be the same across tasks.

For example, AD cognitive progress sequential measure-
ments, each task is a time point, and the relevant features 
vary in amplitude over time while being the same. This 
makes feature selection by the Lasso more stable. However, 
when there are correlations between multiple features, the 
features will be randomly selected, especially when the 
brain region is regarded as a feature, there are some blocks 
with high correlation, such as atrophy of the cerebral cortex 
causes reduction in cortical volume and cortical thickness.

MTL confines the training process by using regulariza-
tion terms and shares knowledge between tasks. Zhou et al. 
[21] proposed a convex fused sparse group Lasso methods 
including group Lasso and fused Lasso which considers 
the temporal patterns of the biomarkers and allows simul-
taneous joint feature selection for all tasks and selection 
of a specific set of features for each task. Cao et al. [22] 
improved sparse shared structure-based multi-task learn-
ing formulation including  L2,1 norm penalty, group  L2,1 
norm penalty incorporating a hierarchical group sparsity 

and shared subspace uncovering regularization. Liu et al. 
[23] presented a multi-task sparse group lasso (MT-SGL) 
framework, which designs sparse features combined across 
tasks, and can satisfy loss functions associated with any 
Generalized Linear Models. Giving that a correlation 
sparse and low-rank constrained regularization, Wang 
et  al. [24] propose a multi-task exclusive relationship 
learning model select the most discriminative features for 
different tasks and model the intrinsic relatedness among 
different time points.

In this paper, we concentrate on two AD progression 
prediction models proposed by Zhou: Temporal Group 
Lasso (TGL) and Convex Fused Sparse Group Lasso 
(cFSGL). Specifically, TGL contains a time smoothing 
term and a group Lasso term as constraints, which guar-
antees that each one regression fashions at exclusive time 
points share a not unusual place set of features. The TGL 
formulation solves the following convex optimization 
problem:

where the primary term measures the empirical mistakes 
at the training data, ||W||F is the Frobenius norm, ‖WH‖2

F
 is 

the temporal smoothness term, which ensures a small non-
conformity between two regression models at consecutive 
instance points, and ||W||2,1 is the group lasso penalty, which 
ensures that a small subset of features will be chosen for 
the regression models at all instance points. cFSGL engages 
sparseness between tasks, which not only considers the 
common features at different points in time but also reflects 
the distinctive features to each task, which are effective to 
improve the overall performance of the model. cFSGL for-
mulation solves the following convex optimization problem:

where the first term estimates the observed error on the train-
ing data, ||W||1 is the lasso penalty, ||RWT||1 is the fused lasso 
penalty, and ||W||2,1 is the group lasso penalty.

Lasso and group lasso combined employ are called 
sparse group lasso, which allows instantaneous selection 
of a public feature for all time points and internally makes 
sparse solutions in reaction to different time points. Fused 
lasso penalty having a given temporal smoothness, which 
makes chosen features at adjacent time points similar 
to each other. Besides, notice that cFSGL’s formulation 
involves three non-smooth terms. The author suggested to 
employ the accelerated gradient descent method solving 
this optimization problem.

(2)min
W

‖XW − Y‖2
F
+ �1‖W‖2

F
+ �2‖W‖2

F
+ �‖W‖2,1

(3)min
W

‖Y − XW‖2
F
+ �1‖W‖1 + �2

���RW
T���1 + �3‖W‖2,1

Clinical 
Datasets

Radiographic 
Tools

Test Set
Multi-
task 

model

Training 
Set

Search regularsation 
parameter

Performance 
estimation

Final result

MRI MMSE

Fig. 2  Multi-task learning algorithm flowchart
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2.2  Pipeline of empirical protocol design

To use machine learning to pick out the most important 
features in the progression of Alzheimer’s syndrome from 
MRI images, we utilize the structural data to train the 
model with the best prediction effect. Features selected 
by such models are convincing. Aiming at the machine 
learning model proposed by the current research of AD, 
the multi-task learning model embrace better perfor-
mance. In order to verify this conclusion, we compared 
the two multi-task learning models cFSGL and TGL with 
the traditional regression models Ridge and Lasso under 
the same experimental conditions and selected the model 
with the best accuracy by comparing the experimental 
data.

The performance of the model is measured by evalua-
tion metrics. Different evaluation metrics have different 
preferences. The regression performance metric often 
employed in multi-task learning is normalized mean 
square error (nMSE) and root mean square error (rMSE) 
is employed to measure the performance of each specific 
regression task. In particular, nMSE has been normal-
ized to each task before evaluation, so it is widely used 
in multi-task learning methods based on regression tasks. 
In addition, weighted correlation coefficient (wR) which 
employed in a wide range of medical literatures to AD 
progress analysis problems [25, 26]. nMSE, rMSE and 
wR are defined as follows:

Our empirical protocol design is based on a pipeline 
shown in Fig.  2. The complete experimental process 
mainly includes 5 steps: (1) split the data set; (2) select 
the hyperparameters; (3) train the model; (4) evaluate the 
model using the test set; (5) iterate the above operations. 
Different colors donate the source or generation of dif-
ferent data, arrows indicate the flow of data, and serial 
numbers re the steps of the experiment.
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�
‖y − ŷ‖2
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2.3  Machine learning classification algorithm

In this section, we mainly explain the four classification 
algorithms used in the following experiments, of which the 
first three are the traditional classification algorithms that 
we are more familiar with, namely decision trees, random 
forests, and support vector machines. Next, I will mainly 
explain the classification algorithm with a higher degree 
of optimization. Its algorithm model is very powerful and 
mature. It is also the first choice for processing structured 
datasets.

eXtreme Gradient Boosting (XGBoost) is an extreme 
gradient boosting. It is often used in some competitions 
and its effect is remarkable. It is a tool for massively paral-
lel boosted trees. The algorithm applied by XGBoost is an 
improvement of the Gradient Boosting Decision Tree for 
both classification and regression problems [27].

Like the random forest, gradient boosting is another tech-
nique used to perform supervised machine learning tasks. 
The implementation of this technology can use different 
names, the most common situation is that you encounter a 
Gradient Boosting computer (GBM) and XGBoost. Simi-
lar to “Random Forest”, “Gradient Boosting” is a holistic 
learner. It creates the final model based on a collection of 
individual models. The predictive power of these individual 
models is very weak and easy to overfit, but merging many 
of these models together will bring greatly improved results 
overall.

The following describes the datasets and model:
Let training datasets D =

{(
x⃗1, y1

)
,⋯ ,

(
x⃗n, yn

)}
  where 

x⃗i ∈ Rm, y ∈ R is the final model of the entire XGBoost is:

where F =
{
f (x⃗) = wq(x⃗)

}
 is the decision tree space.

q(x⃗) ∶ Rm
→ T  x⃗ Map to a leaf;

w ∈ RT is the label for each leaf;
q is only the structure of a decision tree. The label on the 

specific leaf is determined by w, so w can be regarded as a 
vector w⃗ =

(
w1,⋯ ,wT

)
 . The value of each dimension is a 

leaf label.
The XGBoost core algorithm is parallelizable so that it 

can be parallelized within a tree. XGBoost is usually used 
as a basic learner with a tree. The decision tree consists of a 
series of binary problems, and the final prediction occurs on 
the leaves. XGBoost is an integration method. The tree is to 
build iteratively until the stopping criterion is met. XGBoost 
uses the CART (Classification and Regression Tree) deci-
sion tree. CART is a tree that contains real values in each 
leaf, regardless of whether they are used for classification or 
regression. Then, if necessary, the real-valued scores can be 
converted into categories for classification.

(7)ŷi = 𝜙
(
→

xi

)
=

K∑

k=1

fk

(
→

xi

)
, fk ∈ F
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XGBoost can be better prove the effect of multi-modality. 
Conventional gradient enhancement uses the loss function of 
the basic model (such as a decision tree) as a proxy to mini-
mize the error of the overall model, while XGBoost uses 
the second derivative as an approximation. And advanced 
regularization (L1 & L2), which can improve the generaliza-
tion ability of the model.

3  Implementation of the platform

To implement the above models, this paper uses the current 
mainstream front-end separation technology to develop a 
data platform [28]. The technology selection includes Vue 

framework, Spring Boot framework, and MySQL database 
[29].

In the architecture where the front and back ends are sep-
arated, the front and back ends are separated in different pro-
jects. They interact with each other through API. The front 
end is mainly responsible for the view layer and the control-
ler layer. The backend is only responsible for the Model layer 
and business/data processing. node.js is explored here for the 
scenarios with high concurrency, I/O intensive, and a small 
amount of business logic [30–32].

Whether it is the front-end separation model or other 
models, it is to more conveniently solve the needs, but 
they are only a “transit station.” The front-end pro-
ject and the back-end project are two projects that are 
placed on two different servers and need to be deployed 

Fig. 3  The technical archi-
tecture diagram of the overall 
development (extended from 
[14])
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independently, two different projects, two different code-
bases, and different developers. The front end only needs 
to focus on the page style and dynamic data analysis and 
rendering, while the back end focuses on specific busi-
ness logic.

The technical architecture diagram of the overall develop-
ment is shown in Fig. 3. Our platform front-end uses the Vue 
framework [33]. The characteristics of Vue are lightweight 
framework (relatively speaking), two-way data binding, sim-
ple and easier to learn.

The backend of technical architecture uses the Spring 
Boot framework [34, 35]. The main reasons why we 
choose the Spring Boot framework for development 
are high efficiency, easy operation, more highly inte-
grated configuration resource files, clearer coding, and 
better programming experience. Spring allows me to 
easily connect to database and queue services, such as 
MySQL.

The back-end database is currently based on MySQL, 
which is the most popular relational database management 
system. MySQL has excellent performance, and problems 
such as BUG downtime are rare. MySQL supports transac-
tions, views, stored procedures, triggers, etc. High speed is a 
major feature of MySQL. It is very suitable for the develop-
ment of small and medium-sized projects and is very suit-
able for our projects.

4  Results

4.1  Platform display

The homepage of the system is composed of three areas. 
The left area is the side navigation bar, which can retrieve 
data modal types and use function modules. The content 
presented at the top is the system name and basic infor-
mation. The content displayed in the remaining area is 
detailed data information and functional parts, including 
the detailed content of the datasets, the number of views, 
downloads, version information, and so on (Table 1). The 
specific information is shown in Fig. 4. The description of 
Fig. 4 is shown in Table 2.

4.2  Model comparison

The data in Table 1are data from 429 subjects, the evalu-
ation index is MMSE, and the number of features of each 
subject is 327 dimensions. It can be seen from Table 1 
that the average and variance of the MTL model and sin-
gle-task models like Ridge and Lasso in the nMSE and 
rMSE test indicators are smaller, indicating that their 

performance prediction is better, and a larger wR indi-
cates that the correlation among tasks in the task model 
is stronger.

Comprehensive comparison, the performance of cFSGL 
is better in the multi-task model, so we chose it as the 
machine learning model for selecting biomarkers in this 
paper.

It shows that our experimental results under similar 
settings are quite close to Zhou’s outcomes. It implies 
that combined selected structural regularization meth-
ods are all robust. Besides, MTL models (TGL and 
cFSGL) outperform the single task learning models 
(Ridge and Lasso) in terms of nMSE. This accords 
with our previous survey of features of MTL in deal-
ing with data insufficiency cases. Notably, cFSGL per-
forms the best in all 4 methods. It is probably because 
in the AD study, the model built by cFSGL has two 
levels of sparseness: (1) some common features shared 
within every part of tasks, (2) distinctive features for 
each point-in-time. The effect of cFSGL is significantly 
better than that of TGL. This may be due to the more 
restrictive sparse requirements imposed on the cFSGL. 
This proves that in the sparse optimization, the basic 
assumption of things that “only part of the key function 
of things” is correct, just like the learning process of 
new things and knowledge in human brain.

4.3  Determine features

Through the above comparative experiments, it is veri-
fied that the multi-task learning model cFSGL can indeed 
show the best performance when processing small sample 
large-dimensional data of AD. This is because the cFSGL 
model involves sparseness between tasks, which takes into 
account the common characteristics at distinctive instance 
in time and the specific features of every sub-task, and the 
key feature selected helps to enhance the general perfor-
mance of the algorithm. In the end, the weight matrix W 
of the model gave important values  Wij a larger value, and 
unimportant Wij was given a smaller value.

Previously, studies that have achieved better results in 
predicting AD use the trained model, that is, the weight 
matrix W is multiplied by the corresponding 327 features in 
the test set and then accumulated, and finally the accumu-
lated value is corresponding to the label of the test subject. 
That is, the subject’s actual MMSE and ADAS-cog scores 
during this period, the accuracy of the model was tested 
through three evaluation indicators of nMSE, rMSE, and 
wR, but the weight matrix W was not analyzed in detail.

The weight matrix W has a very strong representation 
of the features and numerically reflects the features. So, 
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Table 1  Comparison of AD 
disease progression model

Ridge Lasso TGL cFSGL

Target: MMSE
 nMSE 1.185 ± 0.286 0.641 ± 0.156 0.562 ± 0.106 0.459 ± 0.095
 wR 0.545 ± 0.057 0.694 ± 0.034 0.734 ± 0.057 0.777 ± 0.034
 M06 rMSE 2.770 ± 0.360 2.044 ± 0.472 1.853 ± 0.225 1.845 ± 0.259
 M12 rMSE 3.029 ± 0.293 2.226 ± 0.466 1.972 ± 0.244 1.873 ± 0.266
 M24 rMSE 3.375 ± 0.470 2.690 ± 0.664 2.544 ± 0.535 2.374 ± 0.479
 M36 rMSE 4.533 ± 0.513 3.287 ± 0.584 3.060 ± 0.437 2.932 ± 0.594

Target: ADAS-cog
 nMSE 0.693 ± 0.116 0.417 ± 0.052 0.408 ± 0.073 0.358 ± 0.057
 wR 0.660 ± 0.052 0.777 ± 0.034 0.789 ± 0.042 0.809 ± 0.034
 M06 rMSE 4.517 ± 0.412 3.387 ± 0.496 3.500 ± 0.561 3.319 ± 0.401
 M12 rMSE 3.387 ± 0.393 3.644 ± 0.462 3.467 ± 0.437 3.485 ± 0.473
 M24 rMSE 5.519 ± 0.713 4.248 ± 0.828 4.260 ± 0.913 3.553 ± 0.453
 M36 rMSE 7.655 ± 1.200 6.088 ± 1.077 5.707 ± 0.824 5.739 ± 1.037

Fig. 4  The display of the platform and its functional modules (extended from [14]). The Table 2 is an interpretation
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we propose to analyze the weight matrix to determine the 
importance and particularity of the features.

4.4  Multi‑modal data classification comparison

The datasets is divided into three categories, namely CN, 
MCI, and AD. What we have achieved is to classify these 
three categories to achieve the purpose of auxiliary diagno-
sis. We selected two types of datasets from the three types, 
and first performed a two-classification task. Among them, 
we did a comparative experiment, that is, whether to add 
MMSE data to the MRI single-modality data. The experi-
mental results are shown in Tables 3 and 4. Here, we focus 
on using the SVM algorithm for prediction. At the same 
time, other classification algorithms can also be used for 
experiments [36–39]. This experiment concludes that adding 
the MMSE scale score data to the classification experiment 
has a significant effect.

Based on the existing MRI and MMSE modal data, a 
third modal data, namely PET, is introduced. This part of 
the data also plays an indispensable role in the diagnosis 
of AD disease. We adopt the data extraction method intro-
duced in Chapter 2, Extract the data into three structured 
modal data, divided into MRI, PET, MMSE. We combine 
this part of the data into two groups and combine the three 
modalities into one group, and divide them into four data-
sets. Next, the accuracy of three classification predictions is 
performed on the four algorithm models. Here mainly use 
decision trees, random forests, support vector machines, and 
the more famous XGBoost algorithm, a total of 16 sets of 
experiments. The detailed results are shown in the analysis 
of experimental results, as shown in Table 5.

Through the comparison of the results of the Tables 3 
and 4, we can draw: (1) The MMSE cognitive score plays 
an important role in the binary classification experiment. 
(2) Relatively high sensitivity indicates a strong ability to 
diagnose the disease. (3) Since the disease always tends 
to be diagnosed on the more serious side, it needs to be 
improved. (4) The accuracy of the experimental results is 
ideal. Because when we add the modal data of MMSE, the 
accuracy rate can be increased to more than 80%. Compared 
with the single mode, the accuracy rate is greatly improved. 
This proves that our data processing is effective, and the 
performance of the selected algorithm is also very superior, 
which can achieve our expected results. Therefore, the plat-
form can assist doctors in diagnosis.

Table 2  Functionality of the platform

Label Title Description (associated with Fig. 4)

1 Offline data Offline data is divided into three types of data
2 MRI The integration of ADNI online datasets, including datasets download, upload and other functions
3 Datasets details Classify and label offline data, and interpret and explain each type of data in detail
4 Three views of MRI The three views of the MRI image correspond to the structured data extracted from it one-to-one
5 upload Upload important data and perform algorithmic analysis on the data. Please refer to the next 

experimental part for the results
6 Background statistics Basic information such as the number of times the datasets has been viewed and downloaded, the 

release date and version
7 Download and preview Download and preview function of datasets

Table 3  Averaged results from executing SVM on ADNI data: 50 
iterations, not including neurophysiological test mini mental state 
examination (MMSE) to eliminate bias

Task NOT MMSE

Specificity (%) Sensitivity (%) Accuracy (%)

AD/MCI 47 72 65
MCI/CN 56 79 70
AD/CN 83 91 88

Table 4  Averaged results from executing SVM on ADNI data: 50 
iterations, including neurophysiological (MMSE)

Task MMSE

Specificity (%) Sensitivity (%) Accuracy (%)

AD/MCI 66 88 80
MCI/CN 67 90 80
AD/CN 98 98 98

Table 5  The accuracy obtained when various algorithms perform 
three classifications on different multi-modal data sets

Model Datasets DT (%) RF (%) SVM (%) XGBoost (%)

MRI + PET 71 63 53 63
MRI + MMSE 64 68 67 66
PET + MMSE 64 75 72 71
MRI + MMSE + PET 62 63 64 72
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The above experiments ensure that the data sets has 
changed under the premise that the algorithm model remains 
unchanged, and shows the accuracy of the three classifica-
tions of AD, MCI, and CN. From the results of the Table 5, 
we can see: (1) Decision tree, the effect of prediction is dif-
ferent in different modalities, and the data sets for MRI and 
PET are more preferred. (2) Random forest prefers PET and 
MMSE data sets, which have higher accuracy. The effects 
of the three fusions are better than those of the decision tree. 
(3) SVM is more prone to be overfitting for these four types 
of datasets. We compared the learning effects of the test set 
and the training set in the experiment and found that the 
training set has good effects, and the test set has a mediocre 
effect. (4) When there are a large number of training sam-
ples, ideally, more than 1000 training samples and less than 
100 features, or we can say that the number of features is 
less than the number of training samples. And when there 
is a mixture of classification features and digital features or 
only digital features, the XGBoost algorithm is preferred. 
So we use this algorithm to check the classification effect, 
and we can conclude that the combination of the three modal 
data sets is better than the two modal data sets. This also 
reflects the importance of diversification of modal data types 
in high-performance algorithms.

5  Conclusion and future work

The large amount of data generated by Alzheimer’s dis-
ease can be used to provide valuable assistance for disease 
diagnosis and progression prediction. In terms of data, as 
mentioned above, ADNI is a multi-angle study with a focus 
on verticalization and AD as the core. The purpose of the 
research is to focus on imaging data, accompanied by genetic 
data, clinical data, biochemical biomarkers, and other data 
modalities. Its purpose is to detect and track the progress of 
Alzheimer’s disease (AD) as early as possible. We conduct 
multi-modal heterogeneous data fusion research based on 
the ADNI datasets.

This article focuses on the research of multi-modal data 
fusion about AD. The progress of the work is rough as fol-
lows: investigating and consulting related literature on AD 
diseases, understanding the different data modalities that 
affect AD diseases, collecting and sorting out important 
data sets related to assisting decision-making and diagno-
sis of diseases, and labeling and integrating these original 
data. Next, feature extraction is performed on the original 
data of different modalities. The most important thing is 
for the two major modal data of MRI and PET because 
the data are all original image data, we need to extract 
the structured data we use to connect with the algorithm 
model. The extracted structured datasets is subjected to 
preprocessing and feature engineering operations, and 

finally, we perform statistical analysis and visualization 
operations on the collated data to make the presentation 
of the data more intuitive. Under the premise that the con-
trol algorithm remains unchanged, we conduct compara-
tive experiments on single-mode and multi-modal data and 
summarize the experimental results. Due to the compli-
cated process of labeling and collecting AD multi-modal 
data, we have designed a technical architecture for display-
ing, labeling and storing data. It not only improves the 
value utilization of data, but also provides a solution for 
data modalities from multiple sources. On the other hand, 
we use data from the ADNI database to support multi-
task learning algorithm models to obtain better evaluation 
scores to predict disease progression.

In the course of the experiment, we also discovered 
some problems of future machine learning in diagnosing 
AD diseases, including the generalization ability of the 
algorithm model to avoid serious overfitting. When we 
use SVM to train MRI and MMSE data sets, it is prone to 
overfitting. This is also one of the issues that need to be 
considered in the field of AD diagnosis in the future.

For the future, the correlation between data modalities 
can be deeply explored, so that different modal data can 
have a better fusion effect. Algorithms only constantly 
approach the upper limit, and data, especially multi-modal 
data, determines the upper limit of machine learning. The 
different modal types and complexity of AD data are the 
primary problems to be solved in the study of AD. In the 
future, multi-modal data fusion will be the top priority in the 
research of AD and its diagnosis. At the same time, we also 
consider adding multi-modal fusion algorithms to enhance 
our experimental results, and add more comparative experi-
ments to study the importance of multi-modality.

Currently, there are still missing data sets and data 
imbalances in the data sets that can be researched. AD 
data sets also involve ethical and moral issues, which will 
greatly increase the difficulty of collection and collection. 
The labeling, integration, and collection of data sets will 
become more and more important in future machine learn-
ing research. Only good data will make our research more 
convincing and produce ideal results.

The data we study mainly come from the ADNI data-
base. So far, the data in this database is collected in a 
controlled environment. After that, we can consider adding 
data collected in an uncontrolled external environment, 
such as a sports bracelet [40–43].

The technical architecture should be expanded with more 
functions in the future. We dig deep into the scientific value 
and commercial value, and make it suitable for the research 
of other diseases. From the perspective of physicians and 
artificial intelligence experts, it should be continuously 
improved and optimized so that it can serve more scholars.
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